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ABSTRACT
We study how a swarm robotic system consisting of two dif-
ferent types of robots can solve a foraging task. The first
type of robots are small wheeled robots, called foot-bots, and
the second type are flying robots that can attach to the ceil-
ing, called eye-bots. While the foot-bots perform the actual
foraging, i.e. they move back and forth between a source
and a target location, the eye-bots are deployed in station-
ary positions against the ceiling, with the goal of guiding the
foot-bots. The key component of our approach is a process
of mutual adaptation, in which foot-bots execute instruc-
tions given by eye-bots, and eye-bots observe the behavior
of foot-bots to adapt the instructions they give. Through a
simulation study, we show that this process allows the sys-
tem to find a path for foraging in a cluttered environment.
Moreover, it is able to converge onto the shortest of two
paths, and spread over different paths in case of congestion.
Since our approach involves mutual adaptation between two
sub-swarms of different robots, we refer to it as cooperative
self-organization. This is to our knowledge the first work
that investigates such a system in swarm robotics.

TRACK: Artificial Life, Evolutionary Robotics, Adaptive
Behavior, Evolvable Hardware

Categories and Subject Descriptors
I.2.9 [Artificial Intelligence]: Robotics—Autonomous Ve-
hicles

; I.2.11 [Artificial Intelligence]: Distributed Artificial
Intelligence—Multiagent systems

General Terms
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Keywords
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1. INTRODUCTION
Swarm robotics is the study of robotic systems consisting

of a large group of relatively small and simple robots that
interact and cooperate with each other in order to jointly
solve tasks that are outside their own individual capabili-
ties. The behavior of the collective is expected to emerge
from the interactions between the individual robots, a pro-
cess referred to as self-organization. The robots that make
up a swarm robotic system are usually homogeneous; hetero-
geneous swarm robotic systems are considered if they consist
of separate groups (sub-swarms) of homogeneous robots [5].
In this paper we study a system consisting of two sub-swarms
of robots with very distinct capabilities, and we investigate
how they can self-organize to jointly solve a foraging task.

We consider the following problem setup. A swarm of
wheeled robots, called foot-bots, is deployed in an indoor
environment to solve a foraging task, i.e., they need to go
back and forth between a source and a target location to
transport objects. For the navigation between the two loca-
tions, they are assisted by a swarm of flying robots that can
attach to the ceiling, called eye-bots. These are deployed
beforehand (e.g. using the algorithm described in [21]) and
form a stationary grid on the ceiling between the source and
target location. From their position on the ceiling they give
directional instructions to the foot-bots on the ground, to
guide them towards the source or the target location. The
difficulty of the problem lies in the fact that the topology of
the terrain is different on the ceiling and on the ground. This
is normal in any indoor environment, where one can expect
to find tables, chairs, cupboards and other obstacles that
obstruct the way for foot-bots but not for eye-bots. This
means that eye-bots cannot rely on their own sensor feed-
back (e.g., distance scanner) to find a path between source
and target and derive instructions to give to foot-bots.

To deal with this situation, we use an adaptive solution,
in which eye-bots start by giving random instructions to
foot-bots, and foot-bots give feedback about their behavior
and experiences, so that eye-bots can adapt the instructions
they give. Through this process, the heterogeneous system
of eye-bots and foot-bots is able to cooperatively find paths
through the environment. Moreover, as we will show later,
it is capable of finding shortest paths and of spreading over
multiple paths in case of congestion. Since the behavior of
the system as a whole does not result from the interactions
within each swarm, but rather from the interactions between
the members of the two swarms, we refer to it as cooperative
self-organization. To our knowledge, this is the first example
of such a system in the swarm robotics literature.



The rest of this paper is organized as follows. First, we
give details about the robots and the problem setup. Then,
we describe the algorithm. After that, we present experi-
mental results that show that the robots are able to find a
path through a cluttered environment. Next, we discuss and
investigate how the system can find shortest paths, and how
it can spread out over multiple paths in case of congestion.
Finally, we describe related work.

2. PROBLEM DESCRIPTION
In this section, we first present the robots that are used

in this work, and then we describe the problem setup.

2.1 The robots
The foot-bot and the eye-bot robots are under develop-

ment in the EU-funded project Swarmanoid1. The foot-bot
is shown in Figure 1(a). It is about 15 cm wide and long
and 20 cm high. It moves on the ground using Treels, which
are a combination of tracks and wheels. It has two cameras,
one omnidirectional to see other foot-bots and one point-
ing up to see eye-bots. Foot-bots can communicate with
each other and with eye-bots through visual signaling, us-
ing the 256 color LED ring that is placed around their body
and the powerful LED beacon they have centrally on top.
Moreover, they can exchange wireless messages locally at low
bandwidth using a 2.5D infrared range and bearing (IrRB)
system [17], which also provides them with relative posi-
tional information about each other. The eye-bot is shown
in Figure 1(b). It is a flying robot with a diameter of 35 cm
and a height of 45 cm. It uses a powerful co-axial central
rotor system for upward thrust and four side thrusters for
stability control. It can attach to the ceiling using a magnet
(the design assumes the presence of ferromagnetic ceilings),
which allows it to save energy. The eye-bot has a pan-and-
tilt camera which can be pointed in any direction below or
around it. Like the foot-bot, it can communicate with vi-
sual signals using a multi-color LED ring that is placed all
around its body, or with wireless messages using the IrRB
system. Details about both robots can be found in [23].

2.2 The scenario
The eye-bots and foot-bots are placed in an indoor arena

such as the one shown in Figure 2. The task of the foot-
bots is to go back and forth between a source location (top
right in the figure) and a target location (bottom left in the
figure). The role of the eye-bots is to support the foot-bots
in this task, by giving directional instructions. The eye-bots
are attached to the ceiling in a grid formation that covers
the area between the source and the target, as shown in the
figure. We do not study how they can obtain this forma-
tion; we refer to [21], where the authors describe how the
eye-bots can search an environment and form a connected
grid between source and target using the IrRB system. We
assume the eye-bots have formed such a grid and investigate
how they can guide foot-bots between the two locations.

The main difficulty lies in dealing with obstacles. While
the walls surrounding the arena reach from the floor to the
ceiling, and can therefore easily be sensed by both foot-bots
and eye-bots, other obstacles are lower (e.g., the two blocks
in the middle of the arena in Figure 2), so that they block
the way for foot-bots, but not for eye-bots. In human-made

1http://www.swarmanoid.org
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Figure 1: Swarmanoid robots: (a) the Footbot
(CAD draw) and (b) the Eyebot (prototype).

environments, this situation is very common, as most ob-
jects, such as, for example, tables, cupboards or sofas, are
of limited height. This means that eye-bots cannot rely on
their sensor feedback, or on infrared communication in the
connected grid between them, to find a path between the
source and target location for foot-bots. A possible solution
could be to get camera images from the different eye-bots,
join them, and perform image recognition on them, to cre-
ate a map of the environment in which a path can be calcu-
lated. However, this would violate basic principles of swarm
robotics related to distributed operation, scalability and the
use of simple interaction patterns. In what follows, we solve
the problem using an adaptive self-organized approach.

3. COOPERATIVE SELF-ORGANIZED PATH
FINDING

In this section we describe the algorithm used by eye-bots
and foot-bots to cooperatively find a path through the clut-
tered environment. We first give an overview of the working
of the system. Then, we explain how eye-bots give direc-
tions to foot-bots, give details about foot-bot behavior, and
describe how eye-bots update and use their policies.

3.1 General description
The general idea behind the approach is that foot-bots

execute directional instructions they receive from eye-bots,
and eye-bots observe foot-bot behavior and feedback in order
to adapt the instructions they give.

We let eye-bots send foot-bots in a finite number of dis-
crete directions. We use 12 different directions, so one direc-
tion every π/6 radians. The preference to send foot-bots in



Figure 2: Example problem scenario. The eye-bots
form a grid covering the arena. The foot-bots are
deployed in the start location at the top right of the
arena. The target location is at the bottom left.

each of these directions is stored in a policy, which is imple-
mented as an array of floating point numbers. Each eye-bot
maintains two different policies: policy Pt for the target and
policy Ps for the source. At each time step (of 0.1 s), the
eye-bot draws two directions randomly, dt for the target and
ds for the source, whereby the probability distributions to
draw directions are based on the two policies. These direc-
tions are then broadcast locally to nearby foot-bots.

The eye-bots update Pt and Ps at each time step, based
on the observed behavior of each foot-bot within their field
of view. They consider three different aspects of foot-bot
behavior: the goal of the foot-bot (whether it is going to
the target or the source), the direction it is coming from df

(relative to the eye-bot’s orientation), and whether or not
the foot-bot is performing obstacle avoidance. When an eye-
bot observes a foot-bot that is going towards the target, it
assumes that the foot-bot is coming from the source, so it
increases the policy Ps for direction df , and decreases the
policy Pt for that same direction. When the eye-bot observes
a foot-bot performing obstacle avoidance, it decreases both
policies P s and P t for the direction in which it sees the
foot-bot, assuming that direction is blocked by obstacles.

To be able to derive the necessary information about the
foot-bot behavior, the eye-bot requires feedback from the
foot-bot. This is given in the form of light signals. The
foot-bot simultaneously switches on its LED beacon on top
and one LED in front, in order to clearly show the eye-bot
its movement direction. The color of the front LED is used
to indicate whether the foot-bot is going towards the source
or the target, and the color of the LED beacon to show
whether it is doing obstacle avoidance or not.

3.2 Giving directional instructions
Eye-bots give directional instructions to foot-bots using a

combination of visual signals with LEDs and wireless com-
munication with the IrRB system. They switch on a red
LED in front and a blue LED in the back, in order to show

foot-bots a reference direction d0. Then, they broadcast the
two chosen directions ds and dt using wireless communica-
tion over the IrRB system. IrRB communication from eye-
bots to foot-bots is focused in a cone, so that only foot-bots
underneath the eye-bot can receive its messages.

In order to get directions, a foot-bot moves under an eye-
bot. It uses its upward camera to define d0, and extracts
direction ds or dt (depending on whether the foot-bot’s goal
is the source or the target) from the received wireless mes-
sage. The foot-bot interprets ds or dt as a relative direction
with respect to d0, in order to derive a new travel direction
dn. It first turns into that direction, and then moves for-
ward for a default distance (2.5 meters, which is enough to
get out of the field of view of the eye-bot it received the mes-
sage from), or until it arrives under a different eye-bot. If
after the default distance no other eye-bot has been reached,
the foot-bot uses its upward camera to define the direction
to the closest eye-bot, and moves there. If no eye-bot is seen,
the foot-bot starts a random movement: repeatedly make a
random turn and move forward for a random distance.

This communication scheme is scalable for the number
of foot-bots and eye-bots, since wireless communication is
limited to one message per time step broadcast locally by
each eye-bot. All other communication is via light signals.

3.3 Foot-bot behavior
Foot-bot movements are guided by the instructions of eye-

bots, as outlined in Section 3.2. However, Foot-bots have a
preference to move forward, so exploration is directed away
from the source. This preference is implemented as follows.
When a foot-bot receives from an eye-bot eb1 a travel di-
rection that is forward (i.e., between −π/2 and π/2) with
respect to the travel direction received from the previous
eye-bot, the foot-bot follows the given direction and does not
consider other directions received in subsequent time steps
from eb1. If, however, the received travel direction is back-
ward, the foot-bot follows the direction but simultaneously
keeps listening for other instructions from eb1. If eb1 has
a strong preference for that backward direction, it will send
the same direction to the foot-bot again in the next time
steps, so that the foot-bot keeps turning back. However,
if one of the subsequent directions sent by eb1 is forward,
the foot-bot will use that without listening to other direc-
tions, and will not turn back. Besides this, foot-bots have an
obstacle avoidance behavior, which makes them turn away
reactively from obstacles observed at close range (10 cm)
using infrared proximity sensors.

Foot-bots manipulate their LED signals depending on their
behavior. Besides changing the color of the front LED and
the LED beacon, as described before, they also switch off the
front LED in certain occasions. This way, eye-bots can see
where they are and whether they are doing obstacle avoid-
ance (through the color of the LED beacon, which is not
switched off), but not the direction they are coming from,
df . As a consequence, eye-bots cannot update their policy
for df . Foot-bots do this whenever their movement direc-
tion is not representative for the general direction they are
following from source to target: when they are performing
obstacle avoidance, when they are following an instruction
that sends them backward, or when they have not received
any eye-bot instruction (e.g., because they did not observe
an eye-bot). The goal is to reduce noise in eye-bot policies.



3.4 Updating policies and drawing directions
As described in Section 3.1, an eye-bot increases its pol-

icy for the source Ps in the direction that foot-bots going
towards the target come from, and decreases it in the di-
rection that foot-bots going towards the source come from.
To update the policy for the target Pt, the inverse rule is
followed. Both Ps and Pt are decreased in the direction that
robots doing obstacle avoidance are observed. To update a
policy P in a given direction d, the eye-bot first calculates
the discrete policy index i corresponding to d. Then, policy
increases are performed using an additive constant ca (set to
0.5), as shown in equation 1, while policy decreases are per-
formed using a multiplicative constant cm (set to 0.975), as
shown in equation 2. All policy entries are initialized using
a small constant (set to 1/12).

P [i]← P [i] + ca (1)

P [i]← P [i] ∗ cm (2)

Eye-bots draw directions from the policies using an ε-soft
rule. With a constant probability of ε (set to 0.5), the direc-
tion with highest preference is chosen. Otherwise, a direc-
tion is chosen from a probability distribution that is propor-
tional to the relative preferences of directions in the policy.

4. FINDING PATHS IN A CLUTTERED EN-
VIRONMENT

In this section, we investigate whether our system is able
to find a path in a cluttered environment, and whether it
can efficiently solve the foraging task. We first present the
simulation setup, and then experimental results.

4.1 Simulation setup
All tests presented in this section and in the rest of this

paper are done with the Swarmanoid simulator [24], which
was developed as part of the Swarmanoid project. It uses
the Open Dynamics Engine library [20] for the calculation
of physical movements and collisions of the robots and their
environment. The simulator contains precise models of the
foot-bot and eye-bots robots.

All experiments last 2000 seconds. We carry out 30 inde-
pendent runs for each test.

4.2 Experimental results
We study the scenario of Figure 2. We vary the number

of foot-bots from 1 up to 30. We measure the time from
the start of the experiment until the first foot-bot reaches
the target, referred to as t1, and the average time needed by
foot-bots to complete any of their runs between source and
target, referred to as ta. The results are shown in Figure 3.

At first, foot-bots perform random exploration to find
their way. Once the first foot-bot has reached the target,
it can for its way back profit from stored information in the
eye-bot policies. A comparison between ta and t1 shows
that on average, the foot-bots need much less time for each
run than what the first foot-bot needed to find the target.
This shows that the system can provide the basic function-
ality it was programmed for: it is able to learn a path from
experience and guide foot-bots between source and target.

For increasing numbers of foot-bots, ta first decreases, and
then increases. The decrease is mainly due to the fact that
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Figure 3: The time needed by foot-bots to go be-
tween source and target. We report the time of the
first foot-bot that reaches the target, and the av-
erage time over all completed runs of all foot-bots.
We vary the number of foot-bots from 1 up to 30.
Error bars indicate one standard deviation.

Figure 4: Snapshot of the system’s foraging behavior
after 500 s in an experiment with 15 foot-bots.

multiple foot-bots searching in parallel can explore the en-
vironment more efficiently, so the system saves time in the
exploration phase, when the foot-bots need to find the tar-
get for the first time. This is shown by the large decrease
in t1 for increasing numbers of foot-bots: with more foot-
bots, the target is found faster. The increase in ta for higher
numbers of foot-bots is due to increased congestion.

Finally, as an example, we show in Figure 4 a snapshot of
the system’s state after 500 s in an experiment with 15 foot-
bots. The lines above eye-bots show the relative preferences
for the different directions in each of the two policies (Ps in
blue and Pt in pink). The pink line on each foot-bot shows
the way it is heading. The colored circle under each eye-bot
shows the area within which it is visible for foot-bots. The
figure shows that the policies have converged to indicate an
efficient path between source and target, and that foot-bots
align on this path. Eye-bots that are situated above either
of the two obstacles are never reached by any foot-bot, so
their policies do not affect foot-bot behavior.
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Figure 5: Double corridor experiments with varying ratio r between bridge lengths: (a) r = 1, (b) r = 1.5 and
(c) r = 2. We show a histogram of the distribution of the ratio rc (number of foot-bots observed on the right
branch versus total number of observed foot-bots) over 30 independent runs: the x-axis shows rc, discretized
into 5 intervals, while the y-axis shows which fraction of the 30 runs falls into each interval.

5. SHORTEST PATH FINDING
In this section, we investigate in how far our approach is

able to pick the shortest among multiple paths. We first
comment on the similarity between our system and the be-
havior of ants in nature. Then, we present experimental
results about shortest path finding.

5.1 Ants and pheromone
It is interesting to look at our system through the eyes

of the involved robots. So far, we have mostly described
the system from an eye-bot point of view. In this view,
eye-bots store and update policies in order to learn a path
between two locations, and they use foot-bots as sampling
agents to get feedback about the quality of their policies. It
is, however, also possible to consider the system from a foot-
bot point of view. In this view, foot-bots try different paths
between the two locations, and the role of eye-bots is to store
past foot-bot experiences and communicate them to other
foot-bots. Seen this way, eye-bots play the role of stigmergic
communication points for foot-bots in the environment.

When considering the foot-bot point of view, it is easy to
see the similarities with the stigmergic path-finding process
of ants in nature [4]. That process is based on the use of a
chemical substance called pheromone: while going between
their nest and a food source, ants deposit pheromone, and
they also preferentially go in directions where they sense
higher pheromone intensities. This way, ants follow and re-
inforce paths indicated by other ants. In our system, the
policies stored by the eye-bots play the role of artificial

pheromone. The preferences for different directions are up-
dated based on foot-bot movements, and foot-bots are also
sent in directions that have higher preference. The system
can therefore be seen as an example of a practically feasible
application of ant-inspired path finding in swarm robotics.

An interesting aspect is that the pheromone following be-
havior of ants is not only able to find a path between the
nest and a food source, but also to converge onto the shortest
path [9]. This is because the shortest path can be completed
faster and more frequently by ants, and therefore receives
more pheromone, which in turn attracts more ants. In what
follows, we investigate experimentally whether our system
is similarly capable of finding shortest paths.

5.2 Experimental results
We used the test scenarios shown in Figure 5. The source

and target locations are connected by two corridors. We
vary the ratio r = ll/lr, where ll is the length of the left
corridor and lr is the length of the right corridor: we use
r = 1, r = 1.5 and r = 2. This setup is similar to the one
used with real ants in [9]. Like in [9], we place the corridors
at an angle of π/6 radians with respect to the source and
target area, to avoid that foot-bots double back into the
other corridor. We use 15 foot-bots, which we deploy one
by one with a time interval of 50 s between each foot-bot.

We gather statistics in the second half of each experiment
(i.e., after 1000 s), when all foot-bots have been deployed
and the system has had time to explore the area and settle
on a path. We count over all remaining time steps how
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Figure 6: For each of the 30 independent test runs of
the experiments with equal corridors of Figure 5(a),
we plot the ratio rc (x-axis) versus the average time
ta needed by foot-bots to go between source and
target (y-axis).

many foot-bots can be found in the right corridor, cr, and
how many in the left corridor, cl. We calculate the ratio rc =
cr/(cr + cl), which is near 1 or near 0 if the foot-bots have
converged onto respectively the right or the left corridor, and
near 0.5 if they use both corridors. In Figure 5, we show
a histogram summarizing the values of rc measured in 30
different test runs (on the x-axis the values of rc discretized
into 5 intervals, on the y-axis the fraction of the 30 runs that
falls into each of the different intervals).

In the case of equal corridors (lr = ll), the foot-bots con-
verge onto one of them, which can be either the left or the
right. In a few cases, both corridors are used equally. This
behavior is the same as for ants [9].When the corridors are
of different length, the foot-bots converge more often onto
the shortest corridor, and this effect gets stronger as the dif-
ference between the corridors increases. This indicates that
our self-organized system is able to find the shortest path.

Finally, we point out that this shortest path finding be-
havior requires the use of multiple foot-bots. When testing
the scenario of Figure 5(b) with 10 or less foot-bots, we
found that both corridors were chosen equally likely.

6. SELF-ORGANIZED SPREADING
In this section, we study the problem of congestion. We

first describe the problem in detail, and explain how ants
in nature handle it. Then, we discuss how our system deals
with congestion.

6.1 Congestion and ants
Congestion is an important issue in multi-robot systems.

In Section 4.2, we explained that the time required by foot-
bots to go between source and target increases for increasing
numbers of foot-bots, due to congestion. One way to handle
congestion is to spread robot traffic over multiple paths, in-
creasing the maximum throughput of the system. Especially
in the environments of Figure 5, where two distinct paths
are available, this can be a good solution. We illustrate the
effect of traffic spreading in Figure 6. For each of the 30
independent test runs of the experiments with equal corri-
dors of Figure 5(a), we plot the ratio rc versus the average
time ta needed by foot-bots to go between source and tar-
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Figure 7: Experiments with increasing congestion in
the equal corridors scenario of Figure 5(a). We use
(a) 20 foot-bots and (b) 25 foot-bots. We show a
histogram with the distribution of the ratio rc over
30 independent runs.

get. One can clearly see that the few runs in which foot-bot
traffic was spread over both corridors (rc close to 0.5) ob-
tained a better performance in terms of ta. This shows that
traffic spreading can alleviate the effects of congestion. The
question is how spreading can be obtained automatically in
a distributed self-organized system.

Interestingly, ants in nature are capable of automatic traf-
fic spreading. When two paths of equal length are available,
they converge onto one of them when ant traffic is low, and
spread over both when ant traffic is high [6]. The mech-
anism behind this phenomenon is based on direct interac-
tions between ants: in crowded conditions, ants were found
to physically push each other onto different paths.

Since robots, like ants, are embodied agents, physical in-
teractions play an important role in their behavior. These
interactions are expected to increase in crowded conditions.
A mechanism of automatic traffic spreading similar to that
of ants could therefore be used in our swarm robotic system.

6.2 Foot-bot traffic spreading
Surprisingly, experiments showed that our self-organized

path finding behavior, without any modifications, is capa-
ble of foot-bot traffic spreading. We used the scenario with
equal corridors of Figure 5(a), with increased numbers of
foot-bots. In Figure 7, we show the distribution of the ra-
tio rc for tests with 20 robots (Figure 7(a)) and 25 robots



(Figure 7(b)). Compared to the distribution for 15 foot-bots
shown in Figure 5(a), higher levels of congestion increases
the number of test runs with intermediate levels of rc, in-
dicating that the system converges less often onto a single
corridor, but rather spreads the traffic over both.

A visual investigation of the system’s behavior revealed
that traffic spreading is indeed caused by physical interac-
tions between foot-bots. However, the main driving fac-
tor is not so much the fact that foot-bots push each other
into a different corridor, but rather that they execute obsta-
cle avoidance behavior to steer away from each other. As
pointed out in Section 3, eye-bots observe where foot-bots
are performing obstacle avoidance, and reduce their policies
in those directions, assuming there is no way through there.
While we intended this mechanism in the first place to let
the system learn quickly about obstacles in the environment,
it also causes the foot-bots to steer away from congested ar-
eas where other foot-bots are spending a lot of time avoiding
each other. This way, automatic foot-bot traffic spreading
emerges from our self-organized path finding behavior.

As a final remark, we point out that in case of foot-bot
traffic spreading, foot-bots use both corridors in both direc-
tions (source to target and target to source). Given that
eye-bots derive the direction towards the source from the
movements of foot-bots going towards the target (i.e., they
derive the path in one direction from movements in the op-
posite direction), it is impossible for our system to learn a
separate path to go and to come back. Also foraging ants
(of the kind studied in [6]) are not able to separate opposite
flow directions, unlike for example pedestrians [10].

7. RELATED WORK
While we know of no other research that deals with the

same problem we are addressing here, quite a lot of existing
work is related to different aspects of our work.

In terms of problem setup, the closest related work in our
opinion is the field dedicated to the use of embedded sensor
networks to support robot navigation [2, 13, 14, 26]. The
general idea behind such systems is to place sensor nodes in
the environment and let them cooperate to guide a single
mobile robot to a target. Some work considers the use of
robots to place the sensors, or even to play the role of sen-
sors [1, 19, 27], which becomes similar to our setup, where
eye-bots can be considered to be guiding sensor nodes. An
important difference with our work is the central role of
network communication in these systems. The sensor nodes
calculate the shortest path through the network using a rout-
ing algorithm such as Bellman-Ford routing [3], and use this
to guide the robot. Two issues arise here. First, they as-
sume that communication links between sensor nodes can
be followed by robots. This ignores the case when a path
is blocked for robot navigation, but not for sensor commu-
nication. This relates directly to the problem we address in
this paper, the fact that obstacles are not the same for eye-
bots and foot-bots (see Section 2.2). Second, they require
communication links between sensor nodes along all paths
that are navigable for robots. This is the complementary
problem: they ignore the case when a path is blocked for
communication between sensor nodes, but not for naviga-
tion of robots. In the case of our robots, one could think of
a door opening, which does not reach all the way to the ceil-
ing: it would let foot-bots through, but not necessarily the
communication between eye-bots (e.g., when using infrared

communication, as is done in many of these systems). Our
system works also when confronted with this problem, since
it does not require communication between eye-bots.

In terms of the solution method, we know of no other work
that studies cooperative self-organization between two robot
swarms. If we make abstraction of the adaptive behavior of
the eye-bots, and consider them as no more than stigmergic
communication points for foot-bots, our system can be seen
as a particular implementation of ant-inspired pheromone
based foraging (as described in Section 5.1). A number of
works in swarm robotics have investigated such systems [7,
8, 15, 18, 22, 25, 28]. All these papers are concerned with
path finding and shortest path finding, but none of them
addresses automatic traffic spreading.

A difficult issue in pheromone based robotic systems is
how to physically implement pheromone. Some authors use
practically infeasible solutions, such as light projections [8,
22] (a central computer follows robot movements with an
overhead camera, calculates pheromone trails, and commu-
nicates them to the robots using light projections) or a
map in a shared memory [25], assuming that the issue of
pheromone implementation will be solved somehow in the
future. Other authors experiment with chemical pheromone
traces, e.g. using alcohol [7, 18]. We use stigmergic com-
munication points to store pheromone, which can be con-
sidered a more practical alternative. A similar approach
was followed in [12, 11], where pheromone is stored in RFID
tags embedded in the environment. Compared to that work,
our approach has the advantage that communication points
are mobile robots, so that the system can also work in en-
vironments that have not been fitted with embedded tags.
One other work that employs virtual pheromone on board
of robots is pheromone robotics [16]. However, that system
does not use distinct robot swarms to store pheromone and
to solve a task (foraging in our case, search in theirs). We
believe that our approach gives more flexibility.

8. CONCLUSIONS
We have described a swarm robotic system that solves

a foraging task. It relies on an adaptive process involving
two swarms of different types of robots, which we call coop-
erative self-organization. To our knowledge this is the first
example of such a system in the literature. We show that our
approach is able to find paths in a cluttered environment,
to find shortest paths, and to spread robot traffic in case
of congestion. The system also shows a practically feasible
approach to implement pheromone in swarm robotics.

In future work, we will develop this system in two different
directions. First, we will investigate the movement of eye-
bots. So far, we have used the eye-bots in a stationary setup.
The goal is to let them also move and adapt their position
based on foot-bot feedback. This would allow them to search
the best locations to give their instructions. A second re-
search direction is the use of explicit feedback about foot-bot
experiences. In the current work, feedback is implicit: eye-
bot adapt their policies for all observed foot-bot movements,
and the ability to find the shortest path arises from the fact
that shorter paths can be completed faster and more often
by foot-bots. If foot-bots communicate explicit information
about the quality of the path they have followed, learning
can be more precise. E.g., the system may be able to find
the shortest path in all tests in the scenarios of Section 5.2,
or might be able to separate opposite flow directions in the



scenarios of Section 6.2. Such feedback is equivalent to a
reinforcement signal, so that the system would implement a
form of stigmergic reinforcement learning.
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